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Abstract — Active contours are a form of curves that deform according to an energy minimizing function and are widely used in computer vision and image processing applications to extract features of interests from raw images acquired from an image capturing device. One of the major limitations in an active contour is its inability to converge accurately when the object of interest exhibits sharp corners. In this paper, a new technique to deform the active contour by incorporating prior knowledge of significant corners of the object detected using the Harris operator is introduced. The newly constructed active contour deforms towards the boundary of the object without bypassing sharp corner points. Experimental results with several synthetic images show the ability of the new technique to extract features of interest from images consisting of sharp corners with a high accuracy than traditional methods.
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I. INTRODUCTION

Deformable active contour models are widely used in computer vision in image segmentation and boundary detection. It has become more popular in extracting useful information from medical images, especially in medical image analysis that involves Computer Tomography (CT), Magnetic Resonance Imaging (MRI), X-ray and ultrasound images [1, 2].

Extracting boundary elements belonging to the same structure and assimilating these elements into a rational and consistent model of structures is a significant challenge in medical imaging [3]. However, this segmentation task, where the contours of the structures of interest are determined, is both difficult and time consuming to perform manually. Therefore, in order to analyze large volumes of medical image data effectively, high-throughput automated tools are required. Unfortunately, fully automated segmentation techniques fail in producing confident results on biological images due to several issues such as high noise level, low local contrast and numerous structures surrounding the object of interest [4].

This expresses the fact that semi-automated tools and techniques are hence required to segment medical images with high accuracy and with more flexibility. In the past few decades, many effective algorithms have been developed under three main categories namely, thresholding, pattern recognition and deformable models to perform the computer assisted segmentation.

Deformable models can be classified into parametric and geometric models according to the way the contour is depicted. Parametric deformable models represent the curves and surfaces explicitly in their parameter forms during deformation. There are two types of formulations for parametric deformable models: the energy minimizing formulation and dynamic force formulation.

Among these two formulations, the energy minimizing formulation has the benefit that its solution satisfies a minimum principle while the dynamic force formulation has flexibility of permitting the use of more general types of external forces.

The concept of parametric deformable contours, known as snakes, was first introduced by Kass [5] and over the past two decades, it has been enhanced by many researchers worldwide. The original snake has several limitations on its performance. Thus, several new ideas such as: discrete snake, topological adaptive, balloon, fast greedy, gradient vector flow, B-spline, and NURBS have been proposed and added to the concept of the original snake model.

Deformable models and active contour based segmentation have gained ground within computer vision community during the past decade [6]. However, problems such as poor capture range, initial contour placed far from the desired object, problems with concavities, high user interaction and issues with sharp corners, have not been addressed fully in the literature. This research addresses the problem associated with missing corner points near the sharp corners of a desired object.

In our proposed technique, the first stage involves checking the corner points using the Harris operator [7] and detecting them as energy minimization points. Then, the initial snake is reconstructed by adding the detected corner points to capture the boundary. Experiments indicate that the new technique can improve the snake’s precision to capture the boundary having sharp corners.

II. RECENT WORK

The first parametric model known as a “snake” was first proposed by Kass in which the model could only attract the snake towards the boundary when it is initialized near the desired object, or else it may converge to an undesired location. For instance, if the initial snake is placed far away from the subject boundary, it might deform randomly due to lack of gradient force, or it might get attracted towards undesired edges, lines, or noise areas. Consequently, it tends to be difficult for this model to progress into boundary concavities. In order to increase the efficiency and performance of the traditional snake,
n numerous new energy terms were added to the energy function later.

A novel efficient model called topology adaptive snake (T-snake) was proposed by McInerny and Terzopoulos [8], by introducing topological flexibility among other features. After every deformation step, the boundary of the object can be determined unambiguously by keeping track of the inside grid vertices. This model has the ability to segment some of the most geometrically complex objects in an efficient and highly automated manner.

Cohen [9] introduced a new model based on pressure forces also known as “balloons”. The pressure force is capable of either inflating or deflating the model. Therefore, in this new model, the initial contour can be placed either inside or outside of the targeted object. This model eliminates the requirement to initialize the contour near the desired object boundary and is also capable of pushing the contour into boundary concavities. Therefore it is more robust to the initial position than the traditional snake. This model has several limitations such as overwhelmed weak edges and the tendency to form loops.

Xu and Prince [10, 11] have proposed a new deformable model called Gradient Vector Flow (GVF) snake. Instead of using image gradients as the external force, it uses the spatial diffusion of the gradient of an edge map of the image. The amount of diffusion adapts according to the strength of edges to avoid distortion of object boundaries. This model solves both problems associated with initialization and poor convergence to boundary concavities. It revealed that external forces derived from the GVF snake has much larger capture range than the traditional snake.

The majority of the above mentioned snake models suffer from several limitations such as slow convergence speed and difficulty in adjusting weighting factors in energy terms. Menet [12] introduced the perception of B-spline snakes, emphasizing the advantages of local control, compact representation, and the possibility to include corners [13, 14]. Although this model addresses many of the problems associated with former models it is unable to fit into sharp corners of the object completely.

All of the snake models discussed above are incapable of increasing the local flexibility of the contour without adding more control points. A more flexible model called Dynamic NURBS (or D-NURBS), a physics based generalization of NURBS was introduced by Terzopoulos [15] for computer aided geometric design. This model has a capability to adjust the weight near a desired region interactively by the designer. Several good modifications and extensions to this model have appeared in recent parametric active contour literature.

Many aspects of the original model have been modified and extended by many researchers as discussed above. The latest snake models have a larger capture range and stronger convergence ability towards boundary concavities than a traditional snake. But unfortunately it has been observed that none of the above implementations provide a satisfactory solution to complex objects with sharp corners where the active contour tends to surpass the sharp corners of the object during deformation.

III. PROBLEMS WITH SHARP CORNERS

A. Inadequate Number of Control Points
The traditional snake model, requires the operator to manually define the initial contour with several control points located quite closer to the object boundary. Thus, the initial contour depends on the user defined points that are placed around the desired object. If the initial contour is drawn with a fewer number of control points, or if two adjacent control points are situated at a large distance apart near sharp corners of the object, there is a high probability of the snake surpassing the sharp corners of the object during deformation.

Fig.1 illustrates the final position of the snake by running the original Kass snake with a real image of a tree leaf, both with the same number of iterations and similar values for the parameters $\alpha$, $\beta$, and $\gamma$. In both cases all the control points were placed quite closer to the desired object manually by the operator. In Fig. 1(a), the initial contour was plotted using 15 control points which are somewhat equally spaced whereas Fig. 1(b), the initial contour was plotted using 25 control points with sufficient numbers of control points placed near sharp peak of the tree leaf at the left. The number of control points is maintained constant in both cases during evolution.

Fig. 1(a) clearly indicates that snake drawn using 15 control points, is not capable of capturing sharp corners and as a result, the active contour penetrated into the object. Though the initial contour is plotted closer to the object, it cannot cover the sharp corners due to a fewer number of points near the corner. On the other hand, as shown in Fig. 1(b), the snake was able to extract the nearest boundary of the desired object including the sharp corner at the left due to increased number of control points near this region.

![Fig. 1. Convergence of the active contour based on initial number of control points. (a): Initial contour drawn with 15 control points and (b): Initial contour drawn with 25 control points.](image)

B. Strength of the Elasticity Force
The issue of surpassing corner points arises due to the strength of the elasticity force [16] as well. The moving equation for the parametric deformable models has been derived through the energy function which is a composition of elasticity force, bending force, image force and the constraint force. The elasticity force tries to minimize the distance between the control points by keeping them equidistant along the contour and it has the effect of causing the contour to shrink. If the distance between two adjacent control points is too high, especially
near a corner, the elasticity force tries to drag the control point away from the corner as shown in Fig. 2.

\[ F_{\text{elasticity}} \]

![Fig. 2. The elasticity force \( F_{\text{elasticity}} \) drags the control point into the object.]

Therefore, the accurate segmentation results are highly dependent on initial control points used to define the initial contour. Images with sharp corners may give rise to spurious convergence that surpasses the corner before it reaches the desired solution.

IV. METHODOLOGY

The main principle of energy minimizing formulation of deformable models is to find a parameterized curve that minimizes the weighted sum of internal energy, image energy, and constraint energy. The internal energy is defined within the curve itself and the image energy is computed from the image data.

If a snake is defined as a parametric curve \( v(s) = (x(s), y(s))^T \), where \( x \) and \( y \) are the coordinate functions, the total energy of the snake, \( E_{\text{snake}} \), is defined as:

\[
E_{\text{snake}} = \int_0^1 [E_{\text{internal}}(v(s)) + E_{\text{image}}(v(s)) + E_{\text{con}}(v(s))] ds.
\]  

(1)

where \( E_{\text{internal}} \) represents the internal energy of the snake due to bending. \( E_{\text{image}} \) refers to image energy and \( E_{\text{con}} \) is the external constraint energy. The sum of the image energy \( E_{\text{image}} \) and the external constraint energy \( E_{\text{con}} \) is also known as the external energy. The internal energy of the snake is written as:

\[
E_{\text{internal}} = (\alpha(s)|v_x(s)|^2 + \beta(s)|v_y(s)|^2)/2
\]

(2)

where the first order term \( |v_x(s)|^2 \) gives a measure of the elasticity and the second order term \( |v_y(s)|^2 \) gives a measure of the curvature of the deforming snake. The influence that these terms have on the overall snake is governed by \( \alpha(s) \) that controls the tension of the contour while \( \beta(s) \) controls the rigidity. Therefore, the internal force holds the curve together (first order term) and keeps it from bending too much (second order term).

The image energy \( E_{\text{image}} \) (also referred to as potential energy) is derived from the image intensity data. It attracts the snake towards desired features in the image and settles on local minima at the image intensity edges occurring at object boundary. The image energy of the snake is written as:

\[
E_{\text{image}} = -|\nabla I(x, y)|^2
\]

(3)

where \( \nabla \) denotes the gradient operator. In order to remove noise from the image and to increase the capture range of the snake, the image can be convolved with a Gaussian kernel before computing the gradient.

A new technique is proposed in this paper to incorporate prior knowledge about the object corners into the initial contour using the Harris operator to detect corners and the original Kass algorithm is used to implement the behavior of the active contour. The following three steps are taken at the beginning of the deformation process of the snake.

**Step 1: Detection of Corners using Harris Operator**

The proposed algorithm starts by detecting corner points on the desired object using Harris corner detector. The Harris operator is based on the local auto-correlation function of a signal where the function measures the local change of the signal with patches \( N_0 \) shifted by a small amount in different directions. Given a shift \( (\Delta x, \Delta y) \) and a point \( (x, y) \), the auto-correlation function is defined as:

\[
C(x, y) = \sum_w [I(x_0, y_0) - I(x + \Delta x, y + \Delta y)]^2
\]

(4)

where \( I(\cdot, \cdot) \) denotes the image function and \( (x_0, y_0) \) are the points in the window \( w \) (Gaussian) centered on \( (x, y) \).

Let \( A \) be a \( 2x2 \) matrix computed from image derivatives and is defined as

\[
A = \sum_{(x,y)\in N_0} \nabla I(x, y)\nabla I(x, y)^T
\]

(5)

(1)

Let \( \lambda_1 \) and \( \lambda_2 \) be the eigenvalue of \( A \). The Harris corner detector \( H \) can then be defined as:

\[
H(x, y) = \lambda_1 \lambda_2 / (\lambda_1 + \lambda_2)
\]

(6)

During the first step, the desired object should be selected. This selection of the area is based on the prior knowledge of the desired object or an interactive manual placement by the operator. Then, all the significant corners of the desired object are detected using Harris operator and the points are placed in an array called harris_points [ ] which is defined as:

\[
\text{harris\_points}[\ ] = \{P(x,y) | i = 0,1,2,\ldots,n - 1\}
\]

(7)

**Step 2: Defining Additional Control Points**

The required additional control points are placed manually by the operator somewhat closer to the desired object and these additional control points are placed in a separate array defined as follows:

\[
\text{additional\_points}[\ ] = \{P(x,y) | i = 0,1,2,\ldots,m - 1\}
\]

(8)
\textbf{Step 3: Reconstruction of the Initial Contour}

At the next step, both arrays are merged together and a new array is constructed as follows:

\[ \text{all_points} [i] = \{P(x,y) | i = 0,1,2, \ldots, n+m-1\} \] (9)

This new array contains both the corner points detected by the Harris operator and the additional control points given by the operator in an unordered manner.

Before the contour deforms, in order to reconstruct the initial contour, it rearranges all points according to the correct order by considering the clockwise angle as in the following algorithm

\textbf{ALGORITHM: Reconstruction of the initial contour}

\begin{itemize}
  \item // n is the total number of corner points detected by the Harris detector
  \item // m is the total number of additional points defined by the operator
  \item mid_point = mid point of the desired object
  \item reference_point = a point corresponds to the mid point
  \item θ = angle corresponds to the reference point, middle point and current point
  \item Load (image)
  \item // Detection of corners using Harris operator
  \item harris_points \[i\] = getCornerPoints (execute Harris operator)
  \item // Detection of additional control points
  \item additional_points \[i\] = getControlPoints (mouse input)
  \item // merge two arrays
  \item all_points \[i\] = harris_points \[i\] + additional_points \[i\]
  \item // Reconstruction of the initial contour
  \item for (i = 0 to (n+m)-1) {
    \item current_point = \text{i}th point
    \item \(A^2 = \text{distance}^2(\text{middle_point}, \text{reference_point})\)
    \item \(B^2 = \text{distance}^2(\text{middle_point}, \text{current_point})\)
    \item \(C^2 = \text{distance}^2(\text{reference_point}, \text{current_point})\)
    \item θ = \(\text{arccos}\left(\frac{A^2 + B^2 - C^2}{2AC}\right)\)
    \item if (θ > 180°)
    \item θ = 360° - θ
    \item end if
    \item theta_array \[i\] = \{P(θ angle) , (x , y)}
  \item end for
  \item //sort the array by the θ angle according to the ascending order
  \item final_points \[i\] = Sort (theta_array \[i\] , ascending)
  \item //reconstructed initial contour will be the inputs to the snake algorithm
  \item Contour = Snake Algorithm (final_points \[i\])
\end{itemize}

\section*{V. EXPERIMENTAL RESULTS}

This section presents the results obtained from implementation of the proposed algorithm on the Mathlab version R2012a without code optimization, and executed on an Intel Core 2 Duo 2.66 GHz standard desktop computer. For the experimental purpose, the new technique was applied to original Kass algorithm.

\subsection*{A. Experiments with synthetic images}

The convergence of the algorithm was tested on many synthetic images where the region of interest consists of several sharp corners. The final extracted boundary using the proposed algorithm on the synthetic image is depicted in Fig. 3, where the proposed algorithm gave the nearest actual boundary of the object (while capturing all the sharp corners accurately) compared with the former methods. The model parameters were empirically selected as \(α = 0.40, β = 0.20,\) and \(γ = 1.00.\) For all the images, the Gaussian filter is applied on the image to boost the captured range.

It was also noticed that the proposed snake behaves in a quite different manner while it deforms. The detected corner points tend to stay in the same location without any movement since the image energy is a minimum at those places. Therefore, particular advantage of this technique over the traditional snake is its ability to capture sharp corners precisely.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Fig3.png}
\caption{Initialization and deformation of the snake on a synthetic image: (a) corner points detected using Harris operator, (b) additional control points defined by the operator, (c) initial contour after reconstruction, (d) the location of the contour after 100 iterations and (e) after 200 iterations.}
\end{figure}

We have further analyzed the convergence process by using standard distance error as proposed in [17] as this method has also been widely used to quantify segmentation results obtained from active contours. Several synthetic images including objects with sharp corners were selected as seen in Fig. 4. The initial contour was first plotted using 20 control points for all the cases and the Gaussian filter is applied on the images to boost the captured range.

As seen in Fig. 4, the final output shows that the boundary detection was achieved best with the proposed algorithm even when the snake was initialized with a fewer number of control points for an object with sharp corners.
VI. CONCLUSION

Though active contours are useful in many applications, most of the models are not capable of capturing precisely the boundary of complex objects with sharp corners. In this paper, a new technique is proposed to reconstruct the initial contour by incorporating prior knowledge of the significant corners of the object of interest detected using the Harris operator. The results obtained after applying the technique on several synthetic images show the increased performance of the proposed method compared with traditional active contour models. Further studies on improving the algorithm to achieve accurate results on real images need to be explored.
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